GENERATION OF THE VESPA RESPONSE TO RAPID CONTRAST FLUCTUATIONS IS DOMINATED BY STRIATE CORTEX: EVIDENCE FROM RETINOTOPIC MAPPING
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Abstract—The visual-evoked spread spectrum analysis (VESPA) method derives an impulse response function of the visual system from scalp electroencephalographic (EEG) data using the controlled modulation of some features of a visual stimulus. Recent research using VESPA responses to modulations of stimulus contrast has provided new insights into both early visual attention mechanisms and the specificity of visual-processing deficits in schizophrenia. To allow a fuller interpretation of these and future findings, it is necessary to further characterize the VESPA in terms of its underlying cortical generators. To that end, we here examine spatio-temporal variations in the components of the VESPA as a function of stimulus location. We found that the first two VESPA components (C1/P1) each have a posterior dorsal midline focus and reverse in polarity across the horizontal meridian, consistent with retinotopic projections to calcarine cortex (V1) for the stimulus locations tested. Furthermore, the focal scalp topography of the VESPA was strikingly constant across the entire C1–P1 timeframe (50–120 ms) for each stimulus location, with negligible global scalp activity visible at the zero-crossing dividing the two. This indicates a common focal source underpinning both components, which was further supported by a significant correlation between C1 and P1 amplitudes across subjects ($r = 0.54$; $p < 0.05$). These results, along with factors implicit in the method of derivation of the contrast-VEP, lead us to conclude that these responses are dominated by activity from striate cortex. We discuss the implications of this finding for previous and future research using the VESPA. © 2012 Published by Elsevier Ltd. on behalf of IBRO.
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INTRODUCTION

The visual-evoked potential (VEP) technique is a widely used and extremely valuable tool in both research and clinical settings for the evaluation of sensory and perceptual processing (Celesia and Peachey, 2005). It is typically derived by averaging epochs of electroencephalography (EEG) around repeated, discrete presentations of a visual stimulus. Because of its widespread use, understanding the VEP’s cortical generators is of major importance. Over the past few years, we have introduced and utilized a novel visual-evoked potential that we have termed the visual-evoked spread spectrum analysis response (VESPA; Lalor et al., 2006). Unlike the VEP, this response is obtained using continuous stochastic modulation of a visual stimulus feature and regression of the concurrently recorded EEG (see Experiment procedures). Studies using the VESPA have provided valuable new insight into mechanisms of visual spatial attention (Lalor et al., 2007; Frey et al., 2010) as well as into the highly specific nature of visual processing deficits in schizophrenia (Lalor et al., 2008).

The temporal progression of the VESPA derived at midline occipital scalp sites is very similar to that of the averaged VEP for foveal stimuli. However, while the earliest component (‘‘C1’’) of the two responses displays a similar spatial distribution, the VESPA response is much more spatially delimited than the VEP for later components (Lalor et al., 2006). In particular, the second component of the VEP, known as the P1 and typically peaking between 95 and 115 ms, displays a marked bilateral spread, while the VESPA P1 is tightly focused over the midline, much like the C1 that is induced under both methods. Given the utility of the VESPA in studying cognitive and sensory processing in healthy individuals and in psychotic disorders, it is critical to further characterize the response in terms of its cortical origins.

One potentially useful approach to tackling this question is to examine spatio-temporal variations of the VESPA components as a function of the retinal location.
of the evoking stimulus. This approach has been commonly used to assess the cortical origins of the averaged VEP (Jeffreys and Axford, 1972; Butler et al., 1987; Gomez-Gonzalez et al., 1994; Clark et al., 1995; Seki et al., 1996; Slotnick et al., 1999; Di Russo et al., 2002, 2005). Such studies have revealed that the initial C1 (peaking 65–90 ms) exhibits changes in scalp distribution as a function of visual field location that are highly consistent with retinal representation within primary visual cortex (V1), which lies along the banks and within the depths of the calcarine fissure (Polyak, 1957; Jeffreys and Axford, 1972; see Butler et al., 1987). One aspect of the so-called “cruciform model” that emerged from these observations was that the C1 evoked by a stimulus presented within either upper field quadrant (centered away from the vertical meridian which projects outside the calcarine) is negative in polarity over posterior midline scalp, whereas the mirrored locations in the lower field evoke a positive C1 (e.g., Di Russo et al., 2002).

While the vast majority of studies on this issue have argued for a V1 source of the C1 (see Di Russo et al., 2002), it has been pointed out that other visual regions are likely to contribute after the initial 10–15 ms (Foxe and Simpson, 2002). Some studies have gone even further, specifically suggesting contributions from V2 and/or V3 in C1 generation even from its onset (Hagler et al., 2009; Ales et al., 2010b, but see Kelly et al., 2012).

With these considerations in mind, the present study seeks to use stimuli at multiple locations to examine space-temporal variations in the VESPA in combination with source analysis. Our data suggest a dominant role for generators in the primary visual cortex for both the first (VESPA C1) and second (VESPA P1) components. These findings complement another recent paper from our group that demonstrates correlations among the VESPA C1, VESPA P1 and VEP C1 but not the VEP P1 (Murphy et al., in press).

**EXPERIMENTAL PROCEDURES**

**Subjects**

Written informed consent was obtained from 15 healthy subjects. This group comprised paid volunteers aged between 18 and 40 years. All subjects reported normal or corrected-to-normal vision. The experiment was undertaken in accordance with the Declaration of Helsinki and was approved by the Institutional Review Board of the Nathan Kline Institute.

**Stimuli and procedure**

Four checkerboard-patterns each subtending visual angles of 5.25° vertically and horizontally and with equal numbers of light and dark checks were used throughout this study. As in Lalor et al. (2006), the refresh rate of the monitor was set to 60 Hz and on every refresh the contrast of each checkerboard pattern was modulated by a stochastic waveform which had its power distributed uniformly between 0 and 30 Hz. The contrast of each checkerboard was modulated using a different stochastic signal, each of which was uncorrelated with every other signal. One checkerboard was located in each quadrant centered at ±6.5° lateral and above or below a centrally presented crosshair that subtended angles of 0.5° both horizontally and vertically (Fig. 1).

![Fig. 1. Setup used throughout. Subjects were instructed to maintain fixation on the central crosshair at all times while the checkerboards were each modulated by a different stochastic signal.](image)

Each subject underwent 15 runs of 120 s each. Subjects were instructed to maintain visual fixation on the crosshair at the center of the screen for the duration of each run and to keep the number of eye-blinks and all other motor activity to a minimum.

**EEG acquisition and analysis**

EEG data were recorded from 168 electrode positions referenced to location Fz, filtered over the range 0–134 Hz and digitized at a rate of 512 Hz using the BioSemi Active Two system. Subsequently, the EEG was digitally filtered with a high-pass filter with passband above 2 Hz and −60 dB response at 1 Hz and a low-pass filter with 0–35 Hz passband and −50 dB response at 45 Hz.

The VESPA is an estimate of the linear impulse response of the visual system (Lalor et al., 2006). It is based on the assumption that the EEG response to a stimulus, whose luminance or contrast is rapidly modulated by a stochastic signal, consists of a convolution of that signal with an unknown impulse response. Given the known stimulus signal and the measured EEG, this impulse response, i.e., the VESPA, can be estimated using the method of linear least squares. Because the four stimulus signals were uncorrelated it was possible to obtain four VESPA responses simultaneously from one EEG recording. In the present study VESPAs were measured using a sliding window of 500 ms of data starting 100 ms pre-stimulus. VESPAs were calculated for each 120 s run and then averaged across runs. On the basis that no VESPA responses were visible for any location for one subject, the data for that subject were not included in the analysis that follows.

**RESULTS**

VESPA responses from midline parietal location Pz averaged over 14 subjects and corresponding to each of the four stimuli are plotted in Fig. 2. The first two components peaking at around 75 and 105 ms, respectively, can be seen to invert in polarity for upper versus lower visual field stimuli. The responses to stimuli in the lower visual field also display a third, small positive component at around 140 ms. No corresponding negative component at this time is evident in response to the upper visual field stimuli. Despite the fact that the first two components both invert...
in polarity, for convenience we will hereafter refer to them as the C1 and P1 components of the VESPA respectively, in keeping with the labels given to the first two components of the VEP.

A fuller picture of the VESPA responses to each stimulus location can be seen in Fig. 3, which shows the scalp distribution of each response as it evolves over time. For lower field stimuli, the positive pole of the C1 component was focused over occipitoparietal scalp slightly contralateral to the midline. For upper field stimuli, this component reversed in polarity and was focused over occipitoparietal scalp slightly ipsilateral to the midline. Interestingly, the C1, both for upper and lower visual stimuli appears to retain its distribution on the scalp throughout the onset and offset of the component. At some point between 85 and 95 ms global scalp activity becomes negligible on transition to the second component, the P1. For each of the stimulus locations the P1 displays a strikingly similar scalp distribution to the corresponding C1, but with a reversed polarity. Again the distribution of the P1 component across the scalp appears to remain stable as it rises and falls. The later positive component, evident in the responses to the lower visual field stimuli between around 130 and 150 ms, displays a spatially focused distribution that is similar to those of the preceding two components.

To statistically test for any dissimilarity between the C1 and P1 scalp distributions, we used the "topographic ANOVA" or TANOVA method (Lehmann and Skrandies, 1980), which is a non-parametric test of topographic dissimilarity. The C1 and P1 components were defined as the average values at every electrode over the intervals 70–85 and 95–110 ms, respectively. We compared the topographic distribution of the C1 component for each stimulus location with that of the inverted P1 component at the same location. For each of the locations, the distributions of the C1 and (inverted) P1 components were found to be not significantly different: upper-left, \( p = 0.76 \); upper-right, \( p = 0.91 \); lower-left, \( p = 0.35 \); lower-right \( p = 0.46 \). (By way of comparison, a TANOVA conducted on the obviously different P1 topographies for upper-left and upper-right stimuli revealed a significant difference with \( p = 0.018 \)).

In order to further examine the similarities between the C1 and P1 components of the VESPA, we wished to assess if their amplitudes were correlated across subjects.
To that end, we determined values for the amplitudes of the C1 and P1 components for each subject and each stimulus location. Because the topographies varied with stimulus position, we chose to measure the C1 and P1 components at the electrode closest to the focus of the grand average data shown in Fig. 3. Given their topographical similarity, one right parietal electrode satisfied this criterion for both the lower left and upper right stimuli. Similarly, one left parietal electrode was used for the upper left and lower right stimuli. We determined the peak amplitude of the C1 and P1 components for each stimulus and each subject by selecting the appropriate extremum value (e.g., maximum for the upper C1) in the intervals 70–85 and 95–120 ms respectively at the relevant electrode. In order to improve our signal to noise ratio, we then averaged our amplitude measures over all four stimulus positions with appropriate sign inversions to equate polarity, giving us a single C1 and single P1 amplitude value for each of our 14 subjects. A Pearson’s correlation test between the C1 amplitude and inverted P1 amplitude revealed that these amplitudes were significantly correlated across subjects ($r = 0.5439$, $p = 0.04$).

Based on these similarities in scalp distribution and amplitude, it seemed plausible that the C1 and P1 components for each VESPA may have a common cortical generator. Furthermore, the extremely focal distribution of the activity on the scalp (e.g., at 70 and 105 ms), was strongly suggestive of a unitary, localized cortical generator. We therefore attempted to model our responses with a single dipole using the BESA software package (http://www.besa.de). Specifically, we attempted to fit a single dipole to the C1 component and, independently, a single dipole to the (inverted) P1 component for the VESPA corresponding to each stimulus location. For this source analysis, we once again defined the C1 and P1 components based on the activity in the intervals 70–85 and 95–110 ms respectively. Table 1 presents the outcome of this analysis. Single dipoles in early visual cortex accounted very well for the data, with more than 90% of the variance explained by these simple models for all components and locations. Clearly the location and orientation of the best-fitting single dipole to the C1 and P1 components were nearly identical for each VESPA response. In addition, the best-fitting single dipole was located in primary visual cortex (Brodmann area 17) for three of the four stimulus locations. The best-fitting dipole for the upper-left stimulus was localized to a point just outside primary visual cortex (Brodmann area 18), within a reasonable distance from the border. Fixing the source to a nearby location in area 17 resulted in only a 0.2% drop in explained variance (95.0–94.8%), indicating that the source for this location is likely to accord with the other three.

The best-fitting dipoles for each component and location are overlaid on the MNI brain (Collins et al., 1998) in Fig. 4. The similarity between the best fit models of the C1 and the (inverted) P1 are evident. Notably, for both components, the dipoles corresponding to the left- and right-field stimuli are located in the contralateral hemisphere. Furthermore, for both components, but particularly the C1, the dipoles corresponding to the lower-field stimuli are located dorsal to those corresponding to the upper-field stimuli. This crossover of sources is highly consistent with the retinotopic structure within calcarine fissure.

In order to further assess the possibility of a single source generating both the C1 and P1 components for each location, we sought to quantify the dimensionality of our VESPA responses. Using a method similar to that performed by Zhang and Hood (2004), we performed a singular value decomposition (SVD), or principal component analysis (PCA) on the 160 channel VESPA response. We did this separately for the responses from each of the four locations because of their divergent topographical distributions and the differing locations of their putative sources (Table 1). We tested two time intervals: one that included just the C1 and P1 components (45–130 ms) and one that also included the later positive component seen for the lower field stimuli (60 samples cover 45–160 ms). Thus, we carried out SVD on four matrices with dimensions 160 channels × 45 samples and on four matrices with dimensions 160 channels × 60 samples. The percentage of variance in the data that could be explained by one or two principal components for each of the four locations, for both intervals of interest is presented in Table 2.

The high percentage of the variance explained by just one principal component across the entire timeframe of the C1 and P1 components strongly suggests a dominant

### Table 1

Talairach coordinates and orientation of independent single dipole fits to the C1 and P1 components of the VESPA's obtained to stimuli in each of the four quadrants of the visual field. The corresponding Brodmann area and the amount of variance explained by each of these single dipole models is also provided.

<table>
<thead>
<tr>
<th>Stimulus location</th>
<th>Component</th>
<th>Talairach coordinates</th>
<th>Orientation</th>
<th>Explained variance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>Upper left</td>
<td>C1</td>
<td>7</td>
<td>-77</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>P1</td>
<td>10</td>
<td>-78</td>
<td>4</td>
</tr>
<tr>
<td>Upper right</td>
<td>C1</td>
<td>-16</td>
<td>-81</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>P1</td>
<td>-17</td>
<td>-76</td>
<td>6</td>
</tr>
<tr>
<td>Lower left</td>
<td>C1</td>
<td>5</td>
<td>-82</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>P1</td>
<td>8</td>
<td>-86</td>
<td>6</td>
</tr>
<tr>
<td>Lower right</td>
<td>C1</td>
<td>-15</td>
<td>-72</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>P1</td>
<td>-21</td>
<td>-81</td>
<td>7</td>
</tr>
</tbody>
</table>
role for a single underlying source. Having said that, it is clear that the addition of a second principal component explains an additional portion of the remaining variance, indicating that there is likely to be lesser contributions from other sources, e.g., V2 and V3.

Finally, following Di Russo et al. (2005), we performed an additional analysis to compare the peak latencies of the response components when obtained to upper versus lower field stimuli. As with the results of that study, we found no difference in the latencies of the earliest component (our C1) when obtained to upper versus lower field stimuli (paired t-test $p = 0.57$). However, we did find a difference in the peak latency of the P1 component when obtained to upper versus lower field stimuli (paired t-test $p = 0.035$). The mean P1 peak latency was 103.4 ms for upper field stimuli and 108.8 ms for lower field stimuli.

**DISCUSSION**

We have obtained VESPA responses simultaneously to contrast modulations of stationary stimuli located in each of the four quadrants of the visual field. Each of these responses displays a focused, spatially restricted scalp distribution that remains remarkably stable over its entire duration, even across successive positive and negative components. In addition, the responses to upper and lower visual field stimuli have opposing polarities across the full processing timeframe of their first two components, with responses to upper field stimuli displaying a slight ipsilateral bias on the scalp and responses to lower field stimuli displaying a slight contralateral bias. Finally, the amplitudes of the first two components are found to be correlated across subjects when averaged over the four stimulus positions.

These findings suggest that the first two components of the VESPA share the same neural generators. Further, we contend that the entirety of the VESPA response (as evoked with this particular stimulus) is dominated by activity from calcarine cortex (V1). This proposal is well supported by inverse source estimations, which resulted in unconstrained fitting of single equivalent dipoles in or very close to calcarine cortex for all quadrants in a spatial configuration that is consistent with its (admittedly idealized) retinotopic organization.

It was recently pointed out that activation of visual areas V2 and V3 by upper and lower field stimuli can result in polarity inversion of the activity on the scalp, as is the case for V1 (Ales et al., 2010b). It is thus necessary for us to provide further arguments for our interpretation of a dominant (although, not exclusive) role for V1. One particular reason for our conclusion is based on the nature of the stimulus used in this study. Specifically, our stimulus involved contrast modulation of a checkerboard between 0% and 100% by a Gaussian random process with a zero-point corresponding to the mid-point of the range (i.e., 50% contrast) and with a scaling that allowed ±3 standard deviations within the range. As such, the stimulus spends >97% of its time above 16% contrast, and >84% of its time above 33% contrast. Given the assumption of a linear relationship between contrast and EEG in the VESPA derivation, this means that the response will be dominated by activity from visual areas whose contrast-response functions are relatively linear at these high contrasts. A number of previous studies investigating contrast response functions in different visual areas lead us to infer a dominant role for V1. For example, fMRI contrast responses in human V1 have been shown to vary continuously and monotonically over contrasts greater than 6%, where responses from V3 and MT essentially saturate above 6% (Tootell et al., 1995). Thus, it has been suggested that one can selectively activate V1 (relative to V3/Mt, at least), by using stimuli with contrasts greater than 6% (Tootell et al., 1998). In addition, this same study showed much less activation in V2 than in V1 for such stimuli. More recently, lower saturation levels were seen for V2 population responses in macaques using optical imaging, with V2 contrast response functions beginning to flatten around contrast levels of 20–40% and saturating at >40% contrast (Lu and Roe, 2007). Similarly, single unit recordings in macaques have

<table>
<thead>
<tr>
<th>Interval</th>
<th>Number of principal components</th>
<th>Upper left</th>
<th>Upper right</th>
<th>Lower left</th>
<th>Lower right</th>
</tr>
</thead>
<tbody>
<tr>
<td>45–130 ms (C1–P1)</td>
<td>1</td>
<td>90.1</td>
<td>92.4</td>
<td>93.4</td>
<td>91.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>96.4</td>
<td>97.8</td>
<td>98.2</td>
<td>95.4</td>
</tr>
<tr>
<td>45–160 ms</td>
<td>1</td>
<td>85.8</td>
<td>85.4</td>
<td>91.5</td>
<td>85.9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>94.8</td>
<td>96.0</td>
<td>97.9</td>
<td>91.9</td>
</tr>
</tbody>
</table>

Please cite this article in press as: Lalor EC et al. Generation of the VESPA response to rapid contrast fluctuations is dominated by striate cortex: Evidence from retinotopic mapping. Neuroscience (2012), http://dx.doi.org/10.1016/j.neuroscience.2012.05.067
shown a gradual reduction in the semi-saturation contrast as one progresses up the visual system (V1 – Sclar et al., 1990; V2 – Levitt et al., 1994; V3 – Gegenfurtner et al., 1997; MT – Sclar et al., 1990). All of these studies suggest that the majority of frame-by-frame stimulus contrast transitions made by the stimuli in the present study are likely to be among levels exceeding the saturation point in extrastriate cells, and so these cells would not be expected to contribute significantly to the scalp response.

In order to provide an illustration for the above reasoning, we conducted a simulation on how differing contrast response curves might affect the estimated linear VESPA. We first generated four response curves using an equation for fMRI contrast-response functions described by Boynton et al. (1999) where each of these curves was designed to saturate at a different contrast level. We then generated a random Gaussian “contrast modulation” signal exactly like those used in our EEG experiment. We used this modulation signal to generate four simulated EEG traces by convolving the contrast modulation signals with a hypothetical impulse response function, where the contrast modulation signals were scaled at each contrast level according to the four contrast response curves shown in Fig. 5a. We then estimated the original impulse response function, i.e., the VESPA response using our standard linear regression analysis. As can be seen in Fig. 5b, the acquired VESPA responses diminish as the semi-saturation point of the corresponding contrast response function is decreased.

It is useful to also consider the VESPA stimulus in relation to those used in other rapid visual response estimation techniques based on reverse correlation, such as the multi-focal VEP (MVEP) technique (Baseler et al., 1994). Although earlier studies claimed that the MVEP was generated solely in V1 (Baseler et al., 1994; Slotnick et al., 1999; Fortune and Hood, 2003; James, 2003; Zhang and Hood, 2004; Klistorner et al., 2005; Maddess et al., 2006), Ales et al. (2010b) recently assumed identical current source density in V1 and V2 when modeling the scalp activity resulting from a multi-focal stimulus. As pointed out above, however, the functional distinctions between cells in different visual areas would predict different relative contributions from these areas depending on the stimulus. Given the particular contrast dynamics of our VESPA stimulus, it is likely that differences in the relative response contributions from V1 and V2 will be even more pronounced, with V1 activity being even more dominant than in the case of the multifocal VEP.

A second argument can be made for a striate cortical source for the VESPA based on the constancy of its highly localized topographical distribution across the time-frame encompassing both the C1 and P1. Foxe and Simpson (2002) have suggested that, because of differences in onset timing between V1 and V2, one can rely on the focused topographical distribution of the earliest part of the C1 component as a marker for V1. In critiquing this approach, Ales et al. (2010b) have pointed out that focal scalp topographies at early latencies in response to small stimuli could arise from summed sources in V1, V2 and V3 that are compact and close together in three dimensions. They have also suggested that V1 and V2 onset at essentially the same time (Ales et al., 2010a). If this were true, then the VESPA could be generated by simultaneously onsetting activations in V1 and V2. However, the fact that the VESPA response remains topographically focused over its entire duration and is almost negligible on the scalp at the cross-over timepoint between the C1 and P1 components, which are correlated in amplitude, counts against this notion. Even if V1 and V2 did onset at the same time, it seems highly unlikely that they would be located and oriented almost identically in the brain. It seems even more unlikely that they would follow precisely the same temporal activation profile over the extended C1–P1 timeframe so that neither area is expressed at the zero-crossing.

In any case, the contention that V1 and V2 onset at the same time is not supported by non-human primate intracranial work. All studies examining the relative timing of response onset in visual areas (Schmolesky et al., 1998; Schroeder et al., 1998; Nowak et al., 1999; Mehta et al., 2000) have clearly demonstrated that V1 becomes active before V2, in keeping with the known connectivity in the hierarchically organized visual system. Another modeling study using very similar processing steps showed that V1 becomes active 13 ms before V2 (Hagler et al., 2009). This 13 ms lag is far from negligible and accords well with both monkey data (Schroeder et al., 1998; Nowak et al., 1999) and with the conclusions of Foxe and Simpson (2002). It should be noted, however, that Hagler et al. (2009) did find a similar onset time for their...
estimated V3 response as their estimated V1 response.

As with the Ales et al. (2010a) study, however, it seems unlikely that a V1 source and V3 source would both be located and oriented almost identically in the brain and would follow precisely the same temporal activation profile.

Our interpretation of a dominant role for V1 in generating the VESPA C1 and P1 directly follows the reasoning in previous studies of the C1 component of the visual-evoked potential evoked by either pattern-onset stimuli (Clark et al., 1995; Simpson et al., 1995; Di Russo et al., 2002; see also Kelly et al., 2012) or pattern-reversal stimuli (Di Russo et al., 2005). Each of these studies used source localization to complement their analysis of retinotopic scalp distribution in identifying the origin of the C1 as primary visual cortex. In turn, each of these papers has concluded that the earliest component of the visual-evoked potential represents the initial volley of activity from thalamus into V1. Recent work from our group has further shown that the VEP C1 and VESPA C1 amplitudes are highly correlated across subjects providing yet more evidence for a correspondence in their cortical sources (Murphy et al., in press).

A direct comparison of the VESPA P1 and the VEP P1 is not as straightforward however. The main reason for this is that, since the VESPA is based on our assumption of a simple linear relationship between stimulus contrast and output EEG which, as discussed earlier is likely to return a response dominated by activity from early visual areas. Meanwhile, the VEP, which is typically based on straightforward time-locked averaging in response to a discrete stimulus event, is made up from the complex, nonlinear superposition of activity from multiple visual areas ( Schroeder et al., 1998; Foxe and Simpson, 2002). During the time frame of the VEP C1 component, particularly the first 10–15 ms, activity in areas other than primary visual cortex is relatively minimal ( Foxe and Simpson, 2002; Foxe et al., 2008). However, at the latency of the P1 component, multiple visual areas are active and contribute concurrently to that component (Clark et al., 1995; Di Russo et al., 2002; Foxe and Simpson, 2002).

Studies using pattern-reversing stimuli have demonstrated that, among the several generative sources of the VEP, is a primary cortical source displaying C1 and P1 components that can both be well modeled by the same dipole (Hatanaka et al., 1997; Nakamura et al., 2000; Di Russo et al., 2005). This source may correspond to our VESPA response. Such a correspondence would suggest the exciting possibility that the VESPA can be used to obtain highly temporally resolved responses from primary visual cortex in relative isolation from concurrent activity in other visual areas.

The data presented in this paper present a number of challenges in terms of interpreting previous results based on the VESPA. In particular, we have previously found attentional modulation of only the P1 component of the VESPA (Lalor et al., 2007; Frey et al., 2010). This begs the question: if the entire VESPA response represents activity from V1, why would an attentional modulation only affect one component? We think there are two possible explanations for this. First, while the VESPA P1 may be dominated by activity from V1, it may also include some lesser contribution from extrastriate cortex – a suggestion that is supported by our SVD analysis – and only this contribution may have been modulated, in accordance with suggestions that extrastriate, but not striate cortex is affected by attention (Clark and Hilliard, 1996). However, it has been shown that V1 activity can be modulated by attention during a reentrant volley from extrastriate cortex (Martinez et al., 1999; Noesselt et al., 2002) and under certain stimulus/task conditions, even in the initial afferent volley (Kelly et al., 2008; Poghosyan and Ioannides, 2008; Rauss et al., 2009). Therefore, the second possibility is that, in the tasks of Lalor et al. (2007) and Frey et al. (2010), the attentional modulations of P1 may in fact have been modulations of V1 activity and that the lack of an attentional modulation of the C1 in these studies may indicate cognitive separability of the two successive processing stages represented by these components in V1. Further work exploring different task demands and using more invasive recording techniques may be needed to address this issue.

Our recent results on visual processing in schizophrenia may also be enlightened to some extent by the current findings. In particular, Lalor et al. (2008) showed that the P1 component of the standard VEP was much reduced in schizophrenia patients when compared with controls, while there was no such difference with the VESPA P1. The simple model of VESPA P1 activity proposed here suggests that it is dominated by activity from V1 whereas the averaged VEP P1 contains contributions from multiple cortical areas. Thus, the dissociation between VESPA and VEP results in comparisons of schizophrenia patients with controls may be due to the insensitivity of the VESPA to cortico-cortical connectivity dysfunction in schizophrenia that is captured by the VEP (see e.g., Kemner et al., 2009). Further work aimed directly at this hypothesis is ongoing.

CONCLUSION

We have shown here that the C1 and P1 components of VESPA reverse in polarity when derived from upper versus lower field stimuli and that the two components share a close correspondence in terms of topographical distribution and amplitude across subjects. Moreover, little else beyond these well-circumscribed components seems to be captured in the VESPA. This is in marked contrast with the standard visual-evoked potential, in which scalp potentials shortly following the initial C1 clearly receive contributions from diverse brain areas and lose their retinotopic specificity. These results, along with evidence from source analysis, suggest that the VESPA is dominated by activity from calcineur cortex with significantly less contribution from extrastriate areas. Thus it may provide a unique window into the activity of very low-level visual cortex in humans, allowing us to build on decades of extensive non-human primate investigations.
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